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Abstract— This paper introduces a novel methodology for
implementing a practical Decision Making module within an
Autonomous Driving Stack, focusing on merge scenarios in
urban environments. Our approach leverages Deep Reinforce-
ment Learning and Curriculum Learning, structured into three
stages: initial training in a lightweight simulator (SUMO),
refinement in a high-fidelity simulation (CARLA) through a
Digital Twin, and final validation in real-world scenarios with
Parallel Execution. We propose a Partially Observable Markov
Decision Process framework and employ the Trust Region
Policy Optimization algorithm to train our agent. Our method
significantly narrows the gap between simulated training and
real-world application, offering a cost-effective and flexible
solution for Autonomous Driving development. The paper
details the experimental setup and outcomes in each stage,
demonstrating the effectiveness of the proposed methodology.

I. INTRODUCTION

The integration of Autonomous Driving (AD) within urban
environments requires the development of an intelligent
Decision Making (DM) system, which processes environ-
mental information and executes safe actions. In recent years,
Reinforcement Learning (RL) has emerged as a promising
approach for dealing with the complexities and uncertainties
inherent in these environments. However, it is crucial to
acknowledge that the RL training process can be costly and
unsafe when applied directly to real vehicles. Therefore,
safety considerations must extend not only to the algorith-
mic level but also encompass the expenses associated with
sensors and potential vehicle damage during training [1],
[2]. To address this challenge, many approaches have shifted
their focus towards an initial experimental phase that relies
on a high-fidelity simulation. Such simulations can encom-
pass critical scenarios, allowing for the detection of risky
situations and the development of the DM system before
transitioning to real-world testing [1], [3]. In the context
of AD, a notable disparity often exists between simulation
and reality, a phenomenon commonly referred to as the
Reality Gap (RG). Various solutions have been proposed
to bridge this RG, primarily categorized into three groups:
1) Sim2real, involving knowledge transfer from simulation
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Fig. 1. Methodology for DM design. 1) DRL agent training in
SUMO. 2) Second training of the model in CARLA using a DT of
our real environment and vehicle. The AD stack with the prior
knowledge of the DRL is evaluated in the virtual scenario. 3)
Validation of the AD stack in a real scenario with virtual perception
through a parallel execution, where the real vehicle and its DT are
executed synchronously.

to the real world. The core idea is to train AD systems
in simulation and then apply them in real-world vehicles.
2) Digital twins (DT), utilizing virtual representations of
the real environment allow real vehicles to learn knowledge
of their DT by synchronizing data from both the real and
simulated worlds in an offline way. 3) Parallel Intelligent
technology (PI), which combines the advantages of both
Sim2real and DT. In this last group the learned knowledge
is applied to the real vehicle through parallel execution with
real-time interaction between the real and virtual worlds and
online feedback [4], [5].

In this study, we introduce a novel methodology for
the practical implementation of a DM module for our AD
stack, specifically focusing on merge intersection scenarios
and following a Curriculum Learning (CL) strategy. Our
approach leverages Deep Reinforcement Learning (DRL) and
is structured in three key stages. Firstly, the DRL agent
is trained in a lightweight simulator, such as SUMO [6],
to establish a prior behaviour model. Secondly, this model
is transferred to a hyperrealistic simulation environment in
CARLA [7] for a second training stage using a DT of our real
environment and vehicle. This process includes capturing



the dynamics of the vehicle and its sensors, and replicating
the road layout of our university Campus, culminating in a
virtual representation of both the vehicle and the Campus.
This DT serves as a virtual testing setup for designed
scenarios, allowing for the evaluation of our AD stack in
simulation in a safety way. The third stage is the validation
of our AD stack in a real scenario with virtual perception
through a parallel execution, where simulated and real-
world experiments are conducted synchronously in real-time.
Interaction with adversarial vehicles is simulated, while the
framework is evaluated in our real vehicle. This innovative
approach narrows the gap between simulated training and
real-world application allowing great flexibility in the design
of use cases at a low cost. The comprehensive methodology
is depicted in Fig. 1.

A. Related Works

Autonomous Vehicles (AVs) DM has garnered significant
research attention last years, with a range of approaches
aimed at achieving safety and efficiency. Traditionally, clas-
sical approaches were used, but in this paper, we focus on
learning-based methods, which have gained prominence in
recent times [8].

We can distinguish different approaches. Statistical
learning-based methods enable AVs to acquire human-like
DM skills through extensive training data [9]. Deep learning-
based methods are prominent for end-to-end approaches,
utilizing raw sensor data for low-level control [10], [11]. RL-
based methods aim to maximize returns through trial-and-
error strategies. In this realm, Deep Reinforcement Learning
(DRL) has emerged as a leading approach. Traditional meth-
ods to state representation typically revolve around lower-
dimensional features, such as proximity to obstacles, lane
positioning, and vehicular velocities [12]. These models
exhibit robust behavior in complex situations, demonstrating
strong resilience and adaptability. Other approaches include
the adoption of higher-dimensional, such as Bird-Eye-View
imagery [13], image augmentation techniques [14], and the
use of occupancy grids [15]. Moreover, some approaches
propose the use of high-level actions, such as ”stop,” ”drive
slow,” or ”drive fast” [16], and decisions like ”take way”
or ”give way” [17]. Others, focus on lane changing with
commands like ”change left,” ”idle,” and ”change right” [18].
All these approaches have been applied to specific scenarios,
but these only provide partial results applicable to larger
applications.

On the other hand, some works present complete AD
architectures based on DRL. The first architecture introduced
in this context employs a Scene-Rep Transformer to enhance
RL DM capabilities [19]. The actions proposed in this work
are the longitudinal velocity of the ego vehicle and a lane
change signal, executed by the SUMO simulator. Other
works place a greater emphasis on realistic implementation
within an AD architecture. The authors of [20] propose
an attention-based driving policy for managing unprotected
intersections, employing DRL. A hybrid approach is pro-
posed by the authors of [21], presenting a DM and control

framework that capitalizes on the strengths of both rule-
based and learning-based techniques, while mitigating their
disadvantages.

Most research on DRL-based methods has focused on
simulated experiments. However, when working with real
vehicles, safety and cost play a pivotal role. In this way, the
transition from the simulated world to the real world is very
important. To overcome this reality gap, as we mentioned
before, three different approaches are considered.

Regarding Sim2Real techniques, Curriculum learning
(CL) is a training strategy that trains a machine learning
model from easier data to harder data, which imitates the
meaningful learning order in human curricula [22]. In [23],
an automatic curriculum generation method is proposed,
and [24] obtains a better-overtaking performance using a
tree-stages CL methodology. Transfer Learning (TL) is a
technique in which knowledge learned from a task is re-
used to boost performance on a related task. [25] proves that
transfer learning using simulated accident data leads to better
generalization to more diverse scenarios. In [26] a trans-
fer learning for semantic segmentation of off-road driving
environments using a pre-trained segmentation network is
performed.

Another approach is the use of DT, which is a digital
representation of a physical entity, which can simulate the
entire life cycle of the operating system and synchronize
the mapping with the physical twin [27]. A transfer learning
strategy to efficiently train a DRL policy in simulation and
deploy it in a real-time vehicle application is shown in
[28]. In [29], a DT environment model that can predict the
transition dynamics of the physical driving scene is proposed
to improve the data efficiency of RL, which often requires
a large amount of agent-environment interactions during the
training process.

Recently, researcher have employed Parallel Intelligence
(PI) approaches to facilitate the transfer of knowledge from
simulated environments to the real world. These approaches
combine the benefits of Sim2real and DT in modeling com-
plex systems, addressing challenges that individual methods
encounter in handling the RG problem. Liu et al.[30] enhance
the safety and reliability of intelligent vehicles by integrating
virtual vehicles with diverse roles in complex physical sce-
narios. Wang et al. [31] introduce the foundational idea of
parallel testing, utilizing a cyclic updating method to tackle
the RG problem and validate the performance of autonomous
driving.

B. Contribution

Reviewing existing literature, we identified a significant
opportunity in developing a DRL-based system tailored for
real-world implementation. While numerous studies have fo-
cused on simulation-based solutions, there is a clear need for
approaches that transition successfully into real applications
using the different strategies identified in the state-of-the-art
in an ad-hoc methodology. In light of this, we present our
contributions as follows:



• Development of a hybrid DRL framework, which uses
classic and learning-based techniques to create a prac-
tical DM for our AD stack.

• Methodology for DM design that reduces the gap be-
tween simulation and real-world application, consisting
of a CL strategy for the DRL agent training, a DT of
our real vehicle and university Campus, and a parallel
execution that synchronizes the real world and the
simulation.

• Validation of our AD stack, which includes the designed
DM, in a real merge scenario with the physical vehi-
cle and virtual perception. This novel strategy enables
comprehensive testing and refinement of our framework
using virtual adversarial vehicles, significantly reducing
the cost and risks associated with real-work experi-
ments.

• Comparison of various state-of-the-art DRL algorithms
within the merge scenario in simulation.

II. HYBRID DECISION MODULE FOR OUR AUTONOMOUS
DRIVING STACK

The architecture of our AD stack, detailed in our previous
work [32], is structured into four distinct levels, as illustrated
in Figure 2.
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Fig. 2. The proposed hybrid DM architecture. The strategy level
defines a tactical trajectory with the map information and the ego
vehicle location. The tactical level executes high-level actions in
correlation with the perception. The operative level combines the
trajectory and the actions, calculating the driving commands.

The perception level is responsible for processing sensor
data. However, this aspect is out of the focus of this work. In
our setup, the perception layer directly extracts ground truth
information from the simulator, bypassing the need for real-
world sensor data processing. The strategy level [33] of our
system is split into two main parts: the global planner and
the scenario planner. The global planner develops the overall
route for the vehicle, while the scenario planner creates a
tactical path that highlights specific driving situations on
the map. Next is the tactical level, where key decisions are
made. It takes in data like the locations of different driving
scenarios, HD map information, and the vehicle’s current
position. Based on this information, it makes high-level
decisions about the vehicle’s immediate actions, which are
then implemented at the operative level. The operative level
uses two main control systems: a Linear Quadratic Regulator

[34] for following the planned route and a Model Predictive
Control [35] system for carrying out manoeuvres. These
systems work together to ensure the vehicle smoothly follows
the strategic plan while responding to real-time situations.

III. METHODOLOGY FOR DECISION MAKING DESIGN

Our methodology for developing a DM module progresses
through three phases. The first phase involves training basic
behaviours and actions within a lightweight simulator, estab-
lishing the DM layer. The second phase includes the creation
of a DT of our real vehicle and university Campus. Then
transferring the pre-trained knowledge into a hyper realistic
simulator, including vehicle dynamics. With the DT and
the prior DM system a second training stage is carried on.
Finally, the third phase tests and refines these techniques in a
real-world setting, using real vehicle dynamics and actuators,
but with simulated adversarial vehicles to ensure controlled,
yet realistic, testing conditions.

A. Deep Reinforcement Learning for Merge Scenario

Our study focuses on merge intersections. While these
might seem simple in the first place, their complexity lies in
the high traffic density and the intentions of other vehicles. In
these urban merge scenarios, the behaviour of other vehicles
varies; some may be cooperative and yield, while others may
not. Therefore, the agent’s challenge is to accurately predict
the actions of these vehicles to navigate the intersection
effectively.

1) POMDP Formulation: A Partially observable
Markov decision process (POMDP) is defined as a tuple
(S,A,Ω, T,O,R), where S is a set of states, A is a set
of actions, Ω is a set of observations, T is a transition
function, O is an observation function, and R is a reward
function. The agent receives an observation o ∈ Ω, rather
than observing the true state s′ directly. The agent’s internal
knowledge of the state is represented by the belief b(s),
which is the probability of being in a state s. The optimal
policy π∗(b) maps beliefs to actions.

We define the state of a vehicle by its distance to the
intersection, its speed, and its cooperation level. There are
two categories of adversarial vehicles in this scenario de-
pending on their cooperation level: the first type consistently
yields and the second type always proceeds without yielding.
For observation, the focus is on the velocity and distance
to the merge point of the vehicles, forming an observation
vector that informs the agent about the two closest vehicles.
The action space for navigating intersections is simplified
to two high-level actions: ’stop’ and ’drive’. Lastly, the
reward function aims to encourage rapid and safe navigation
through intersections. It includes rewards for maintaining
high velocities and crossing intersections, and penalties for
collisions. A formal definition is provided in Table I.

2) DRL agent: Building upon our defined POMDP frame-
work, we integrate a DRL agent for learning an optimal
policy. While various algorithms exist, the results presented
in Section III-B suggest that the TRPO [36] algorithm excels



TABLE I. POMDP Formulation for AD DM.

Set Description Vector

State Distances, Velocities and Cooperation si = (di, vi, ii))

Observation Distances and Velocities Ω = (de, ve, d1, v1, d2, v2)

Action Drive and Stop a = (stop, drive)

Reward Success, Collision and velocity r = kv ∗ vego + kc ∗ c+ kv ∗ v

in robustly addressing these types of scenarios. In section IV-
A we conduct a study comparing different algorithms in the
proposed scenario.

TRPO is designed for steady policy performance improve-
ment, making significant yet controlled policy updates. This
is achieved by optimizing a surrogate objective function
within a trust region, constrained by:

KL[πθold(·|s), πθ(·|s)] ≤ δ (1)

where δ is a small positive value defining the trust region’s
size. We propose a DRL approach in which we update the
policy using an actor-critic architecture. The implementation
is done using the SB3 libraries. The loss function of the
algorithm has the following form:

L(θ) = Êt

[
πθ(at|st)
πθold(at|st)

Ât

]
(2)

where πθ(at|st) is the action probability under new policy
parameters θ, and Ât is the advantage function at time t.

B. Training in SUMO

We define a merge scenario in SUMO simulator. The
traffic density is characterized by an adversarial vehicle
appearing every 1-3 seconds. The ego vehicle always enters
the intersection in a specific lane. The adversarial vehicles are
divided into two types: some may be cooperative and yield,
while others may not. The speed of these adversarial vehicles
is maintained at 8 m/s (29 km/h). A graphical representation
of this scenario is shown in Figure 3, where the TRPO model
is trained for 1M episodes.

Fig. 3. A bird-eye-view of the simulation framework in SUMO. The
ego vehicle (red) is entering the intersection. The color intensity of
the adversarial vehicles (blue) is related to their intention. The clear
yields and the dark does not yield.

C. Digital Twins in CARLA

In this phase, we integrate the DM module with the
remaining modules of our AD stack, involving two critical
steps. Initially, we define the characteristics of our real
vehicle and we take measures of the scenario. With this
information, we replicate a realistic configuration in CARLA.
This is followed by a secondary training phase, allowing the

agent to adapt to the new dynamics and control signals taken
the SUMO model as a prior. Training from scratch in this
hyperrealistic simulator could be time-intensive and has risk
of non-convergence, as discussed in our previous work [37].

We define a merge scenario within the DT of our Campus.
Adversarial vehicles are generated on a lane perpendicular
to the ego vehicle’s lane. These vehicles are subsequently
destroyed when they reach the end of the scenario. The
objective in this scenario is to navigate to the endpoint
without collisions. A depiction of the scenario is presented
in Figure 4.

Spawn Point

Destroy Point
Ego Vehicle

Ego Vehicle Route

(a)

(b)

Fig. 4. Representation of the merge intersection in CARLA. (a)
Visual representation of the traffic flow, featuring spawn points
(green), destroy points (red), and the initial location of the ego
vehicle (yellow). The trajectory to be followed by the ego vehicle
is also depicted. (b) Bird-eye-view of the scenario that shows the
ego vehicle approaching the intersection and the adversarial vehicles
crossing it.

The ego vehicle is defined with specific parameters to
have the same response as the real vehicle under a certain
control command. The most relevant aspects that we define
are mass, toque curve, drag coefficient, tyre friction and max
steer angle. Besides, we add a retardation factor to simulate
delays or damping in the vehicle’s response, which helps in
mimicking real-world behaviour.

D. Parallel Execution (Virtual/Real)

To bridge the gap between simulation and real-world ap-
plications, we have developed an agent capable of translating
the vehicle’s movements from the real environment into
the simulation. This approach enables us to apply decisions
derived from the simulated environment directly to a physical
vehicle, thereby facilitating a seamless transition from virtual
to real-world testing. The real vehicle is mirrored in the
simulator, and the simulation data feeds the decision system.
This is achieved through two principal agents. The interface
connecting these two agents with the simulation is depicted
in Fig. 5.

• Real Agent: This agent processes input from a GNSS
system to create a localization pose within the Campus
map. The localization data is then fed into the operative
level, which generates control commands. The Drive-
By-Wire (DBW) module is responsible for translating
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Fig. 5. The Real Agent processes GPS input and generates control signals, the DBW module controls the real vehicle, while the Twin Agent
synchronizes the simulation. Simultaneously, the DM (Tactical level) coordinates actions with simulated observations for comprehensive
control and coordination within the system.

these commands into electric signals for the real vehicle.
The modules comprising the real-world platform, which
include the localization module and the DBW system,
are thoroughly described in our prior work [38].

• Twin Agent: The Twin Agent receives the vehicle’s
location data, provided by the real-world localization
layer, and adjusts the simulated vehicle accordingly.
Meanwhile, the DM layer processes the observations
corresponding to the adversarial vehicles and generates
the corresponding actions, which are sent back to the
Real Agent.

IV. EXPERIMENTS

In this section, we present the outcomes of the experiments
conducted for each stage, as detailed in the preceding section.

A. Training and Testing in SUMO
We conducted a comparison between various state-of-the-

art DRL algorithms in the scenario introduced in Section
III-B. This evaluation facilitated the selection of an optimal
algorithm for integration into the AD stack. In Figure 6, the
progression of the training mean reward is depicted.
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Fig. 6. Evolution of the mean rewards during the training process for
the DRL agents in the merge scenario: DQN(blue), A2C(orange),
TRPO(green) and PPO(red).

The TRPO emerges as the top performer, with the PPO
and DQN agents demonstrating performances that are also
competitive. In contrast, the A2C agent exhibits a notably
poorer result. The agents are evaluated over 1000 episodes,
with the outcomes detailed in Table II. The TRPO agent
achieved the highest performance, showing a 92.9% success
rate, which also marks it as the safest among the agents.
Consequently, this agent was selected for integration into
the hybrid DM system.

TABLE II. A comparison of the four DRL agents in the merge
scenario. The success rate [%] and the average time (sec) are
presented.

Metric DQN A2C TRPO PPO

Success Rate [%] 82.10 82.80 92.90 86.70

Average Time (sec) 6.81 6.61 7.84 7.18

B. Training in CARLA

Some experiment was conducted in the CARLA simula-
tion to evaluate the performance and training efficiency of the
DM system. Three different use cases were executed: training
exclusively in SUMO, fine-tuning the prior SUMO model
with CARLA data, and training the model from scratch in
CARLA. The outcomes of the experiments are depicted in
Table III.

TABLE III. A comparison in terms of performance and training
time of the proposed training approaches.

Metric Prior model Fine-Tuning From Scratch

Success Rate [%] 75.60 91.80 -

Average Time (sec) 21.53 19.98 -

Episodes Convergence 1M 1M + 10K 1M

Training Time (h) 5 21.5 1650

As anticipated, the prior model in SUMO reduces its
performance when tested in CARLA, primarily due to the
dynamic environment present in this simulator. It is worth
highlighting that the fine-tuning process proved to be highly
effective, achieving similar success rates as those observed
in previous sections, specifically a 91.80% success rate.
Additionally, the average processing times for both the prior
and fine-tuned models were similar.

On the other hand, the curriculum learning strategy,
employing both pre-training in SUMO and fine-tuning in
CARLA, enables us to achieve model convergence 75 times
faster compared to training the model from scratch. In this
case, training time was estimated and given its long duration,
the performance parameters were not calculated for this case.

C. Evaluation of the Parallel Execution

In these experiments, we do not assess the approach in
terms of success rate, as such evaluation would be overly
time-consuming for each episode in a real-world implemen-
tation. Our focus is on identifying the discrepancies between



Fig. 7. Representation of the control signals during a parallel execution (virtual and real) within the merge scenario. Both, the real and
the simulated vehicle are fed with the same command signal. The linear velocity is presented in the top chart and the steer is presented
in the bottom one. The command (green), real (yellow) and simulate (purple) signals are represented.

(a) (b) (c)

Fig. 8. Bird’s-eye view of a simulated episode in CARLA describing three scenes from the same episode at five-second intervals. The most
prominent vehicles in each scene represent the latest positions, while the positions from earlier moments are gradually faded. Regarding
the graphics presented in Fig 7: (a) Initially, at the 5-second mark, the vehicle receives a stop signal. (b) This is followed by a command
to resume movement at the 8-second mark. (c) The experiment’s final phase, occurring between the 11th and 14th seconds, showcases
the vehicle turning.

real and simulated signals. To this end, we execute identical
scenarios using the DT only in CARLA and the parallel
execution with the Real and Twin agents. The control signals
generated in each experiment are depicted in Figure 7.

Observations reveal that both the simulated and real ve-
hicles are adept at adhering to their respective commands.
Notably, both sets of signals exhibit a delayed response, a
characteristic intentionally simulated in CARLA to mirror
the behaviour observed in the real vehicle.

Finally, we present a bird’s-eye view representation of
our approach, which illustrates the scenario where the ego
vehicle approaches a merge, stops, and then continues when
it identifies a gap. This approach is showcased in Fig. 8.

V. CONCLUSIONS AND FUTURE WORKS

In this study, we presented an innovative approach for
developing a DM module as part of an AD stack. Our method
involved a three-phase development process: initial training
in a lightweight simulator, employing a DT method in a

highly realistic simulator to fine-tuning the model, and finally
testing the complete AD stack in real-world scenarios with
virtual observations through parallel execution. This strategy
was specifically applied to urban merging situations. The
study’s key achievements include the successful utilization of
the TRPO algorithm in the SUMO simulator and the remark-
able efficiency benefits extracted from a two-stage training
approach. The DT method effectively served as a transitional
step, safely bridging the gap between simulated and real
environments. Additionally, the parallel execution proved
instrumental in validating our AD architecture, underscoring
its viability and potential in advancing AD development.

Future research will focus on expanding this methodology
to various driving scenarios, integrating advanced DRL algo-
rithms, and enhancing the DT model. A key focus will be on
the introduction and integration of various sensors, leading to
a final comprehensive experiment with a fully equipped real-
world setup. This will be conducted to validate the complete



system in a variety of realistic driving conditions, and not
only test the system’s effectiveness but also its adaptability
and reliability in real-world scenarios.
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