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Abstract — This paper presents a method to detect, 
recognize and track people using mount cameras fixed on a 
building. The method consists of two independent stages. One 
is dedicated to detect and track any moving object within the 
image frame. The other one is in charge to discard any 
moving object that is not a human being. To perform the first 
task, a Particle Filter algorithm is used, in such way that it 
can perform the tracking of multiple objects. For the 
recognition stage a PCA (Principal Components Analysis)
method is applied to several body parts (head, arms, etc) 
respecting their geometrical constraints. The performance of 
the system has been tested successfully. Some experimental 
results and conclusions are presented. 

Keywords — People detection, people tracking, 
components particle filter, multiple object tracking. 

I. INTRODUCTION

HE purpose of this paper is to present a method to 
detect, track and recognize people inside buildings, 

using computer vision, in order to monitoring human 
activities in an indoor environment. For that purpose, two 
main stages are defined; one dedicated to detect and track 
objects and the other dedicated to the recognition process. 
 For the first part, a Particle Filter (PF) algorithm is 
used. PF are widely used in tracking systems, as it is 
shown in [1]-[4]. General PFs are sequential Monte Carlo 
estimators based on particle representations of probability 
densities, which can be applied to any state-space model 
[4]. In order to track multiple objects, it is needed to solve 
the data association problem. It means to identify uniquely 
each tracked object with its own tracker. Several methods 
have been proposed for this purpose. The simplest one is 
the nearest neighborhood (NN) [5], which is based on 
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using the closest observation to any given state to perform 
the measurement update step. Another method that is 
widely used is the joint probability data association filter
(JPDAF). The goal of this method is to estimate the states 
by a sum over all association hypothesis weighted by he 
probabilities from the likelihood [6].  

In our study, we chose to track each different object 
using a different PF. Due to the simple observation model 
used the computational cost is not significantly increased 
with the number of objects to be tracked. 

For the recognition step, one of the most used methods 
is the principal component analysis (PCA) [7]. PCA tries 
to solve the recognition problem by reducing the 
dimensionality of the data (both training and sample data). 
Then, it keeps the most significant components that will be 
used on the decision phase. This method is widely used for 
face recognition. For cases where there is more than one 
class in the same training dataset, an improved method is 
the linear discriminant analysis (LDA) [8]. The objective 
of this method is to perform the dimensionality reduction 
while preserving as much as possible the separation of the 
different classes. When trying to identify the full body of 
human beans, several methods are applied. Some of them 
are based on applying recognition to several components 
of the human body instead of the complete image. In [9] a 
method for human body recognition is presented. They 
choose the head, legs, left arm and right arm as regions 
where apply support vector machine (SVM) classifiers. 
Then, the result of each individual classifier is taken as the 
input of another classifier, which output is the result of a 
“person” or “non person” decision.  

Our approach is based on selecting several body regions 
with geometrical constraints. Once the object to identify is 
detected and located, PCA is applied to each individual 
region assuming that it is in fact a person. Each region will 
have both random dimensions and relative positions 
within the allowed margins. The output of each individual 
classifier is then introduced into a weighted function, 
which output will be the result of a “person” or “non 
person” decision as well.  Then, it can be decided to track 
or not the detected object. 

II. DETECTION AND TRACKING STAGE

As mentioned before, this stage is based on a PF 
algorithm. The steps to follow on a generic PF are 
explained first. Then, the particular observation and 
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prediction models used in the present work are described. 

A. Particle Filter Algorithm 
The PF is one of the so-called Bayesian filters. Its 

purpose is to estimate recursively the posterior probability 
function:

)|( tt zxp
, where xt is the current state and zt is the current 
observation. This function can be represented using a set 
of weighted particles: 
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, where     represent the weight of each particle, which is 
obtained from the observation model, and   represent the 
particle state. 
 The algorithm follows the steps below: 

1. A particle set is generated with an initial distribution. 
2. Then, the observation step takes place and the weights 

are obtained (observation model): 
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 Also, the cumulative probabilities are calculated: 
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Then, the weights are normalized by the maximum 
cumulative probability. 

3. After that, a new set of particles is generated by 
resampling with replacement N times. 

4. At the end of the recursive process the prediction step is 
applied. It is done by the evaluation of the prediction 
model: 
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The last step is the estimation of the current state: 
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B. Observation Model 
The observation model is based on the background 

subtraction technique. The objective is to identify any 
moving object on the scene taking as a basis that the 
camera is in a fixed position. The first step is to select the 
background of the scene (static scenario). Once we have 
stored the background scene, we take each frame of the 
sequence and obtain the absolute difference (pixel by 
pixel). The resultant image is then binarized. After an 
erosion and dilatation process, the resultant image is 
segmented to find all shapes that comply with certain 
geometrical constraints (size, aspect ratio, etc.). The result 
is showed on Fig 1. 

Taking the geometrical characteristics of the observed 
regions, it can be defined the state vector to be used. It 
will be composed of 3 components: 

HeightYXx centroidcentroidt ,,
The evaluation of the observation will be to calculate 

the Euclidean distance between the observed region and 
the particle to be evaluated. To do that, we need to know 
which region is associated to which particles. 

Fig. 1. Left: Captured scene. Right: A possible person 
detected by the process. 

This is done by finding the nearest frame to each of the 
particles. 

C. Prediction Model 
Taking into account that the motion model that could be 

applied to people is strongly random, there is no 
appropriate deterministic model to be used. Then we chose 
to define a simple Gaussian and linear model to predict the 
next state: 

111 tttt waxx
  is the 0-mean Gaussian noise component. Sigma was 
empirically obtained. It was weighted by the estimated Z
distance (from the camera to the object).     is the average 
state speed. It is defined as follows: 
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Init is a variable that increases in a constant rate, up to a 
maximum value. It represents an importance factor, which 
represents the time elapsed since the object was detected. 
Then we give more weight to the previous cumulative 
average speed, depending on      factor. 

III. MULTI-OBJECT MANAGEMENT

As the method is designed for multiple objects, it has to 
be defined criteria to decide both the detection of new 
objects and the elimination of objects no longer detected. 

To detect new objects on the scene, the candidate has to 
comply with the following requirements: 

- It shall not belong to any other already detected 
object Region of Interest (ROI). 

- It shall comply with minimum and maximum size 
constraints.

The selected criterion to eliminate unobserved objects is 
to monitor the following requirements as well: 

- The object centroid falls outside the image frame. 
- The object is no longer observed and it was 

recently detected. (Assumed spurious detection). 

IV. RECOGNITION STAGE

Taking the regions associated to the objects as the basis, 
the other stage is the recognition one. For this purpose, a 
PCA algorithm, applied in a hierarchical way, is used. Due 
to the so many different orientations and poses of the 
human body, it makes difficult to apply any kind of 
pattern recognition method directly to the full image.  

Instead of this solution, we chose to apply PCA method 
only to some specific regions within the detected object 
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ROI. These regions were located in the areas where, in a 
frontal view, the main human components are supposed to 
be found. We selected the left and right arms and the head
as the most representative components. 

Taking into account that these components can be 
placed in different positions respect to the main body and 
can have different sizes, it shall be defined a variable
margin to look for them. These variable regions are shown 
in Fig 2.  

Height

Minimum 
search margin

Maximum 
search margin

Width

Fig. 2. Components search margins. 

 In order to apply PCA to these components, first a 
training data set has to be created. We used a training set 
composed of arms and heads indifferent posses and 
orientations. 
 The followed training process is explained below: 

1. The first step is to resize all training samples M,..., 21

to 24x24. 
2. Then, the covariance matrix is calculated for each of 

the components (left arm, right arm and head) as 
follows: 
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where    are the training samples, normalized by the 
mean: 
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3. After that, the eigenvectors    and eigenvalues   are 
calculated. Then, we choose the principal eigenvectors 
correspondent to the higher eigenvalues. 

4. The following step is to represent the training vectors 
into the new base formed by the eigenvectors: 

R
T ,..., 21     , where:  T

kk u
  Once PCA is trained, the recognition process to carry 
out, for each of the body components, is as follows: 

1. Select the region to be analyzed. 
2. Random samples at different sizes and positions are 

taken as we depicts in figure 3. 
3. All the samples are resized to 24x24. 
4. The correspondent vectors are represented on the new 

base in the same way as for the training process. 

5. Then, the Euclidean distances between each sample 
vector and all the training set are obtained. For each 
sample the minimum distance is also acquired. Then, the 
global minimum is selected. 

selectedselectedSamplemin

················· 

minmin, AA

minmin, BB

minmin, CC

………………

minmin, RR

minimum 

minimum 

minimum 

minimum 

kkA A,

kkB B,

kkC C,

kkR R,

where A, B, C,… R are the vectors correspondent to the 
different samples. 

6. Having the distances correspondent to the 3 human 
components, the last step is to decide if the object is a 
“person” or a “non person”. In order to do that we chose 
a weighted function that will give a result as a function 
of the 3 component classifiers: 

derbrazoizqbrazocaratotal __2
If the result is above an empiric level, the object is 
recognized as “person”. Otherwise it is recognized as 
“non person” 

Fig. 3. Samples extraction process for the head 
component case. 

V. RESULTS

To test the performance of the system different video 
sequence were used. On each one there were up to 3 
people present at the same time. There were occlusions, 
different poses, hidden objects, etc. 

Respect to the tracking performance, it worked almost 
100% of the cases when there were no object occlusions. 
The tracking was not lost also with low duration 
occlusions (see Fig 4). It was also taken into account on 
the algorithm cases where an object is hidden by parts of 
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the background. In that case, the algorithm holds the last 
known position until the object appears again. It was also 
compared two alternatives when implementing the particle 
filter:

- One is to generate a new particle population each 
time a new object is detected. 

- The other option is to keep constant the amount of 
particles independently of the number of objects. 

It was observed that keeping constant the amount of 
particles, when increasing the number of objects, the 
performance was slightly degraded. However, taking into 
account that the whole algorithm is low time consuming, it 
is worthwhile to use the first option. On table 1 it is shown 
the success rate on tacking the detected objects 
(Successful tracking sample sequences vs Failed tracking 
sample sequences). 

Fig. 4. Tracked people with occlusion. 

Respect to the recognition process, it was observed that, 
having the object correctly located and tracked, people 
was positively recognized in almost all the cases. To 
indicate that a person has been positively recognized, a 
white circle is drawn around its centroid. The whole 
human analyzed were positively detected the most of the 
cases in frontal and back views (see Fig 5). Although the 
geometrical structure changes in an appreciable way for 
lateral views, the overall recognition process provides the 
correct result in the majority of the cases. The negative 
recognition behavior was tested also with positive results. 
On table 2 it is shown the success rate on the recognition 
process (Successful recognition frames vs Failed 
recognition frames). 

VI. FUTURE WORK

In order to improve the performances of the tracking 
algorithm when having long term occlusions a stereo 3D 
system can be used. Using 3D system, the Z coordinate 
can be obtained more precisely, so that we can distinguish 
between far and near object in an accurate way.

VII. CONCLUSION

We have presented a method to detect, recognize and 
track people. A particle filter has been used to track 
multiple objects using a fixed camera. The observation 
method was based on background subtraction. To 
recognize the object detected as a “person” or “non 
person” the PCA method was applied in a hierarchical 
way (on some particular regions with geometrical 
constraints). Some preliminary experiments have been 
obtained with promising results showing that this method 

could be used in several applications such as surveillance, 
care, etc. 

Fig. 5. (Left) Front positive recognition. (Right)
Negative recognition. 

TABLE 1: TRACKING PROCESS SUCCESS RATES.
Variable particle 
amount. 

Constant particle 
amount. 

No occlusion 98% 97% 
Short-term occlusion 83% 77% 
Long-term occlusion 32% 30% 

TABLE 2: RECOGNITION PROCESS SUCCESS RATES.
Front view 90% 
Back view 78% 
Lateral view 64% 
Negative recognition 97% 
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